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Chapter 2 

Intelligent Agents 

Artificial Intelligence 

AI   Dr. Maha Whbee 

Introduction 

Agents and Environments 

Rationality 

Agent Structure 

Agent Types 

   Simple reflex agent 

   Model-based reflex agent 

   Goal-based agent   

   Utility-based agent 

   Learning agent 

Intelligent Agents 



rational can be defined as the study of the AI system An 
. its environmentand agent  

 
and  sensorsthe environment through  senseagents The 

. actuatorson their environment through  act 

Agents and environment 

 .یستشعر الوكلاء البیئة من خلال أجھزة الاستشعار ویتصرفون في بیئتھم من خلال المحركات

What is an agent ? 
An agent is anything that  perceiving its environment through sensors 
and acting upon that environment through actuators 

عامل ھو أي شيء یدرك بیئتھ من خلال أجھزة الاستشعار ویتصرف على تلك البیئة من خلال 
 المحركات



Simple Terms 
     Percept 

Agent’s perceptual inputs at any given instant 
      Percept sequence 

Complete history of everything that the agent has ever perceived. 
 

Sensor: 
 Sensor is a device which detects the change in the environment 
and sends the information to other electronic devices. An agent 
observes its environment through sensors. 
 
 

Actuators: 
  Actuators are the devices which affect the environment.   
Actuators can be legs, wheels, arms, fingers, wings, fins, and 
display screen 

 المدخلات الإدراكیة للوكیل في أي لحظة معینة

 التاریخ الكامل لكل ما أدركھ الوكیل على الإطلاق

 .  المستشعر ھو جھاز یكتشف التغییر في البیئة ویرسل المعلومات إلى أجھزة إلكترونیة أخرى
 .یراقب الوكیل بیئتھ من خلال أجھزة الاستشعار

 .  المحركات ھي الأجھزة التي تؤثر على البیئة
يمكن أن تكون المحركات أرجلاً أو عجلات أو أذرعًا أو أصابعًا أو أجنحة أو زعانف أو 

 شاشة عرض

Example of Agents 

 لأجھزة الاستشعار. عیون، آذان، جلد، براعم تذوق، إلخ
 لأجھزة التشغیل. أیدي، أصابع، أرجل، فم، إلخ

.  ، إلخ)للصدمات(كامیرا، الأشعة تحت الحمراء، مصد 
 لأجھزة الاستشعار

 
لأجھزة . مقابض، عجلات، أضواء، مكبرات صوت، إلخ

 التشغیل
 

 غالبًا ما تعمل بمحركات



Agent function & program 
An agent’s behavior is described by the agent function 

 AGENT FUNCTION that maps any given percept sequence to   

                                an action. 
     F now maps percept sequences to actions 

           F: P*  A 
    where p0 p1 p2 …pk is the sequence of percepts observed to date 

ھو تسلسل الإدراكات التي لوحظت حتى الآن                           
 

Agent program is a concrete implementation, running within  
                              some physical system. 

 بـالاجراءالتي تربط أي تسلسل إدراكي معین 

 یتم وصف سلوك العمیل بواسطة دالة العمیل 

 برنامج العمیل ھو تنفیذ ملموس، يعمل داخل بعض الأنظمة المادية



Vacuum-cleaner world 

: location and contents Percepts 
    Clean or Dirty? where it is in? , e.g., [A,Dirty] 

NoOp, Suck, Right, Left: Actions 
tableup -look Agent’s function  

Function Reflex-Vacuum-Agent([location,status])  return 
an action 
    If status =  Dirty then return Suck 
    else if location = A then return Right 
    else if location = B then return left 



Agents and Their Environment 

A rational agent does “the right thing” 

An agent function maps percept sequences to actions 

An agent program is a concrete implementation of the 

respective function 

Problems: 

What is “ the right thing” 

How do you measure the “best outcome” 

Rationality 

Concept of Rationality 
Rational  omniscient 
Rational  clairvoyant 

Action outcomes may not be as expected 
Rational  successful 
Rationality vs Perfection 

Rationality maximizes expected performance 
Perfection maximizes actual performance 

 
Rational  exploration, learning, autonomy 

 مفھوم العقلانیة

 لیس العلم بكل شيء

 قد لا تكون نتائج العمل كما ھو متوقع

 لعقلانیة مقابل الكمال
 العقلانیة تُعظم الأداء المتوقع
 الكمال یُعظم الأداء الفعلي

 استقلالیة

maximizes the expected chooses whichever action rational agent A 
given the percept sequence to performance measure value of the 

date 
یختار الوكیل العقلاني الإجراء الذي یزید القیمة المتوقعة لمقیاس الأداء مع الأخذ في الاعتبار تسلسل 

 الإدراك حتى الآن



Rational agent: Maximizing the Expected Utility 
 
● For each possible percept sequence, a rational agent should select an 

, given the maximize its performance measurethat is expected to action 
knowledge in -and whatever builtthe percept sequence evidence provided by 

the agent has. 

 تعظیم المنفعة المتوقعة: الوكیل العقلاني
بالنسبة لكل تسلسل إدراكي ممكن، یجب على الوكیل العقلاني اختیار إجراء من المتوقع أن یعمل على تعظیم ● 

 .مقیاس أدائھ، مع الأخذ في الاعتبار الأدلة المقدمة من خلال تسلسل الإدراك وأي معرفة مدمجة یمتلكھا الوكیل

ھو وكیل تعطي استجابتھ اكبر قیمة ممكنة لمعیار الاداء اذا اخذ بعین الاعتبار معلوماتھ : الوكیل العقلاني 
 السابقة عن البیئة وكذلك معلوماتھ اللاحقة القادمة من المستشعرات



Task environments

Specifying the task environment 

العوامل التي تحدد عقلانیة الوكیل •

description as fully as possible PEAS 

erformanceP 
nvironmentE 
ctuatorsA 
ensors S 

To design a rational agent, we must specify the task environment.  
.لتصمیم وكیل عقلاني، یجب علینا تحدید بیئة المھمة  

PEAS: Specifying an automated taxi 
driver 

 
Performance measure:  

–? 

Environment:  
–? 

Actuators:  
–? 

Sensors:  
–? 



automated taxi driverSpecifying an PEAS:  

Performance measure:  
–safe, fast, legal, comfortable, maximize profits 

Environment:  
–roads, other traffic, pedestrians, customers 

Actuators:  
–steering, accelerator, brake, signal, horn 

Sensors:  
–Cameras, LIDAR, speedometer, GPS 

 آمنة، سریعة، قانونیة، مریحة، تعظیم الأرباح

 الطرق، حركة مروریة أخرى، المشاة، العملاء التوجیھ

 دواسة الوقود، الفرامل، الإشارة، البوق

Internet ShoppingPEAS:  

  Agent: Internet Shopping  
 

–Performance measure: price, quality, appropriateness, 
efficiency 

 
–Environment: current and future WWW sites, vendors, 

shippers 
 

–Actuators: display to user, follow URL, fill in form 
 

–Sensors: HTML pages (text, graphics, scripts)  

 السعر والجودة والملاءمة والكفاءة

 مواقع الویب الحالیة والمستقبلیة، والموردون، والشاحنون

املأ النموذج ،عرض للمستخدم، اتبع عنوان  

 النصوص والرسومات والبرامج النصیة



Agent: Medical diagnosis 
 
Performance measure: Healthy patient, minimize costs, avoid 
lawsuits, . . .  
 
Environment: patient, hospital, staff, . . .  
 
Actuators: questions, tests, diagnoses, treatments, referrals, . .  
 
 
Sensors: keyboard (symptoms, test results, answers), . . . 

PEAS: Medical diagnosis 

التشخیص الطبي : لوكیل  
 

. . المریض السلیم، تقلیل التكالیف، تجنب الدعاوى القضائیة، : مقیاس الأداء  
 
 

. . المریض، المستشفى، الموظفون، : البیئة.  
 
 

.الأسئلة، الاختبارات، التشخیصات، العلاجات، الإحالات، : المشغلات.  
 

  
. . .، )الأعراض، نتائج الاختبارات، الإجابات(لوحة المفاتیح : المستشعرات  

Agent: Interactive English tutor  
 
 Performance measure: Maximize student's score on test 
 
Environment: Set of students  
 
 Actuators: Screen display (exercises, suggestions, corrections)  
 
 Sensors: Keyboard 

PEAS: Interactive English tutor  

مدرس تفاعلي للغة الإنجلیزیة: لوكیل  
 

زیادة درجة الطالب في الاختبار إلى أقصى حد: مقیاس الأداء  
 
 

مجموعة من الطلاب : البیئة  
 

)تمارین، اقتراحات، تصحیحات(شاشة عرض : المحركات  
 
 

لوحة المفاتیح: الاستشعار  



PROPERTIES OF ENVIRONMENT  
 خواص البیئة المحیطة

An environment is everything in the world which surrounds the 
agent, but it is not a part of an agent itself. 

Fully observable vs Partially Observable 
 
Static vs Dynamic 

 
Discrete vs Continuous 

 
Deterministic vs Stochastic 

 
Single-agent vs Multi-agent 

 
Episodic vs sequential 

 
 Fully observable vs Partially Observable:  الضبابیة / الوضوح  
 
 
If an agent sensor can sense or access the complete state of an environment at each 
point of time then it is a fully observable environment, else it is partially observable.  
إذا كان بإمكان مستشعر الوكیل استشعار الحالة الكاملة للبیئة أو الوصول إلیھا في كل نقطة زمنیة، فھذه بیئة قابلة 

.للملاحظة بالكامل، وإلا فھي قابلة للملاحظة جزئیًا  
 

An agent with no sensors in all environments then such an environment is called as 
unobservable.  
 
Example: chess – the board is fully observable, as are opponent’s moves. 
  
Driving – what is around the next bend is not observable and hence partially 
observable.  

.ما ھو موجود حول المنحنى التالي غیر قابل للملاحظة وبالتالي یمكن ملاحظتھ جزئیًا  

یمكن ملاحظة اللوحة بالكامل، وكذلك تحركات الخصم –الشطرنج   

).قیادة السیارة(اذا كانت المعلومات المتوفرة جزئیة : ضبابیة  

 ھل یمكن للوكیل ملاحظة جمیع الجوانب ذات الصلة بالبیئة باستخدام أجھزتھ الاستشعاریة؟



 ):ضبابیة(یمكن ملاحظتھا بالكامل مقابل یمكن ملاحظتھا جزئیًة
 أتاحت أجھزة استشعار العمیل الوصول إلى الحالة الكاملة للبیئة إذا   یمكن ملاحظتھا بالكامل  
 

 )حل الكلمات المتقاطعة(أي الوكیل یملك تصور واضح عن بیئتھ مثل
 

قد تكون البیئة قابلة للملاحظة جزئیًا بسبب أجھزة الاستشعار الصاخبة وغیر الدقیقة أو لأن أجزاء من الحالة 
 المستشعرمفقودة ببساطة من بیانات 

 
 اذا كانت المعلومات المتوفرة جزئیة

 :المثالسبیل على 
یحتوي على مستشعر أوساخ محلي فقط أن یحدد ما إذا كان ھناك أوساخ في الذي  للمكنسةیمكن لا  - 

 أخرىمربعات 
إذا لم یكن لدى العمیل أي أجھزة .  أن ترى ما یفكر فیھ السائقون الآخرونلسیارة أجرة آلیة یمكن ولا -

 الإطلاقاستشعار على 
 لا یمكن ان تستشعر ما ھو موجود بالیمین قبل دخولھا الشارع الیمین-
 .یرى المریض من خلال الاسئلة التي یوجھھا للمریض فقط او من خلال صور الأشعة: النظام الطبي-

 لكنھ لا یرى حالة المریض كاملة او العوامل التي تؤثر فیھ

 Fully observable vs Partially Observable:  الضبابیة / الوضوح  

Deterministic vs Stochastic /strategic 
 
• If an agent's current state and selected action can completely 
determine the next state of the environment, then such environment 
is called a deterministic environment. 

A stochastic environment is random in nature and cannot be 
determined completely by an agent. 
 • In a deterministic, fully observable environment, agent does 
not need to worry about uncertainty.  
 
strategic : environment is deterministic except for the actions of 
other agents. 

الاحتمالیة) / الحتمیة(التحدید   

في بیئة حتمیة وقابلة للملاحظة بالكامل، لا یحتاج الوكیل إلى 
 القلق بشأن عدم الیقین أو الشك

البیئة الاحتمالیة عشوائیة بطبیعتھا ولا یمكن تحدیدھا 
.تمامًا بواسطة وكیل  

 غیر مؤكدة

.إذا كانت الحالة الحالیة للوكیل والإجراء المختار یمكن أن یحددا تمامًا الحالة التالیة للبیئة، فإن ھذه البیئة تسمى بیئة حتمیة  

 الأربع حالات جاءت بناء على الحالة السابقة وھكذا

 .)وضع خطة یوجد خصم(الآخرینالبیئة حتمیة باستثناء تصرفات الوكلاء 



):احتمالیة(الحتمیة مقابل العشوائیة  
إذا كانت الحالة الحالیة للوكیل والإجراء المختار یمكن أن یحددا تمامًا الحالة التالیة للبیئة، • 

.فإن ھذه البیئة تسمى بیئة حتمیة  
.البیئة الاحتمالیة عشوائیة بطبیعتھا ولا یمكن تحدیدھا تمامًا بواسطة وكیل  

 محددة 
 current state next state  اذا كنا نعرف الحال الذي تؤول الیھ البیئة  انطلاقا

 ومن ردة فعل الوكیل 

  اذا لم نكن نعرف الحال الذي تؤول الیھ انطلاقا من الوضع الراھن
  احتمالیة

  )فجأة یظھر شخص یعبر الطریق(قیادة السیارة، النرد 

 حل الكلمات المتقاطعة

Episodic vs Sequential 
 • In an episodic environment, there is a series of one-shot actions, 
and only the current percept is required for the action.  
 
Examples: classification tasks 
 
• However, in Sequential environment, an agent requires memory of 
past actions to determine the next best actions. 

the current decision could affect all future decisions 
• Examples: chess and taxi driver 

متقطعة/ متسلسلة  

.في بیئة متقطعة، توجد سلسلة من الإجراءات التي یتم تنفیذھا لمرة واحدة، ولا یتطلب الإجراء سوى الإدراك الحالي  
مھام التصنیف: مثال  

 في البیئات المتسلسلة، یمكن أن یؤثر القرار الحالي على جمیع القرارات المستقبلیة

اذا كانت ردود فعل الوكیل فیھا تعتمد على ردود الفعل 
  السابقة

  اذا لم تكن ردود الفعل تعتمد على ردود الفعل السابقة

 فحص المعلبات الیا

تصنیف الرسائل المزعجة    
 كل رسالة مستقلة عن یلي بعدھا او یلي قبلھا 

 .في البیئة المتسلسلة، یحتاج العمیل إلى ذاكرة الإجراءات السابقة لتحدید أفضل الإجراءات التالیة



 
في كل حلقة، یتلقى العمیل إدراكًا .  في بیئة المھام غیر المتتالیة، تنقسم تجربة العمیل إلى حلقات مستقلة

.ثم یقوم بعمل واحد  
.والأمر الحاسم ھو أن الحلقة التالیة لا تعتمد على الإجراءات المتخذة في الحلقات السابقة  

 
على سبیل المثال، یقوم العمیل الذي یتعین علیھ اكتشاف الأجزاء المعیبة على خط التجمیع بتأسیس كل 
قرار على الجزء الحالي، بغض النظر عن القرارات السابقة؛ وعلاوة على ذلك، لا یؤثر القرار الحالي 

. على ما إذا كان الجزء التالي معیبًا أم لا  
 

. من ناحیة أخرى، في البیئات المتسلسلة، یمكن أن یؤثر القرار الحالي على جمیع القرارات المستقبلیة  
 

 الشطرنج وقیادة سیارة الأجرة متسلسلة
 

  البیئات المتقطعة أبسط بكثیر من البیئات المتسلسلة لأن العمیل لا یحتاج إلى التفكیر مقدمًا.

Episodic vs Sequential 

في بیئة متقطعة، توجد سلسلة من الإجراءات التي تتم لمرة واحدة، ولا یتطلب الإجراء سوى الإدراك 
مھام التصنیف: أمثلة.الحالي  

 
 في البیئة المتسلسلة، یحتاج العمیل إلى ذاكرة الإجراءات السابقة لتحدید أفضل الإجراءات التالیة

متقطعة/متسلسلة  

Static vs Dynamic  
 
• If the environment can change itself while an agent is deliberating then such 
environment is called a dynamic environment else it is called a static environment. 
 
Static environments  remain unchanged during the agent’s decision-making process.  
Example: Crossword puzzles 
 
Dynamic environments evolve over time, requiring the agent to adapt.  
Example: Traffic systems, where the agent must respond to changing traffic 
conditions.  

.البیئات الدینامیكیة بمرور الوقت، مما یتطلب من العمیل التكیفتتطور   
.أنظمة المرور، حیث یجب على العمیل الاستجابة لظروف المرور المتغیرة: مثال   

  دینامیكیة/ بیئة ساكنة 

اذا لم تكن البیئة تتغیر 
 اثناء اتخاذ القرار

..إذا كانت البیئة قابلة للتغییر أثناء تفكیر الوكیل، تُسمى ھذه البیئة بیئة دینامیكیة، وإلا تُسمى بیئة ثابتة  

اذا كانت البیئة تتغیر اثناء 
  اتخاذ القرار

 ھل تتغیر البیئة أثناء تفكیر العمیل؟

 .تبقى البیئات الثابتة ثابتة أثناء عملیة اتخاذ القرار لدى العمیل



with not change the environment itself does if dynamic -semiThe environment is 
performance score does the passage of time but the agent's  

 تكون البیئة شبھ دینامیكیة إذا لم تتغیر البیئة نفسھا بمرور الوقت ولكن درجة أداء العمیل تتغیر

البیئة المحیطة بالسیارة  تتغیر الاشخاص وعدد السیارات حولھا (دینامیكیةقیادة سیارة الأجرة من الواضح أن 
 لاخرتتغیر من طریق 

 
یتأثر بالوقت كلما العبت اسرع وحصلت على  الأداء.دینامیكيالشطرنج، عندما یتم لعبھ بالساعة، یكون شبھ 

 .نقاط اكثر واربحت
 

Discrete vs Continuous  
 
• If in an environment there are a finite number of precepts and 
actions that can be performed within it, then such an environment 
is called a discrete environment else it is called continuous 
environment.  
 
• A chess game comes under discrete environment as there is a 
finite number of moves that can be performed.  
 
• A self-driving car is an example of a continuous environment. 

منفصل/ متصل   

إذا كان في بیئة عدد محدود من المدخلات والأفعال التي یمكن القیام بھا داخلھا، 
.فإن ھذه البیئة تسمى بیئة منفصلة وإلا تسمى بیئة مستمرة  

البیئة؟ نمذجةكیف یمكننا   



Single-agent vs Multi-agent 
 
 • If only one agent is involved in an environment, and operating 
by itself then such an environment is called single agent 
environment.  
 
• However, if multiple agents are operating in an environment, 
then such an environment is called a multi-agent environment.  
 

متعددة الوكلاء/ بیئة احادیة الوكلاء   

 برنامج تشخیص طبي  اذا كان ھناك وكیل واحد یؤثر في البیئة

  اذا كان ھناك اكثر من وكیل

.إذا كان ھناك عدة وكلاء یعملون في بیئة ما، فإن ھذه البیئة تسمى بیئة متعددة الوكلاء  

Environment Examples 

Environment Observable Deterministic Episodic Static Discrete Agents 

Chess with a clock 

Chess without a clock 

Fully observable vs. partially observable  
Deterministic vs. stochastic / strategic  
Episodic vs. sequential  
Static vs. dynamic  
Discrete vs. continuous  
Single agent vs. multiagent 

partially stochastic / 
 strategic 

sequential dynamic continuous  
Single / 
multiagent 



Environment Examples 

Environment Observable Determinist
ic 

Episodic Static Discrete Agents 

Chess with a clock Fully Strategic Sequential Semi Discrete Multi 

Chess without a clock Fully Strategic Sequential Static Discrete Multi 

Fully observable vs. partially observable  
Deterministic vs. stochastic / strategic  
Episodic vs. sequential  
Static vs. dynamic  
Discrete vs. continuous  
Single agent vs. multiagent 

partially stochastic / 
 strategic 

sequential dynamic continuous  Single / 
multiagent 

observable vs. partially observable  
Deterministic vs. stochastic / strategic  
Episodic vs. sequential  
Static vs. dynamic  
Discrete vs. continuous  
Single agent vs. multiagent 

Environment Observa
ble 

Determinis
tic 

Episodic Static Discrete Agents 

Chess with a clock Fully Strategic Sequential Semi Discrete Multi 

Chess without a clock Fully Strategic Sequential Static Discrete Multi 

Poker 

Environment Examples 

partially stochastic / 
 strategic 

sequential dynamic continuous  
Single / 
multiagent



Fully observable vs. partially observable  
Deterministic vs. stochastic / strategic  
Episodic vs. sequential  
Static vs. dynamic  
Discrete vs. continuous  
Single agent vs. multiagent 

Environment Observabl
e 

Deterministi
c 

Episodic Static Discrete Agents 

Chess with a clock Fully Strategic Sequential Semi Discrete Multi 

Chess without a clock Fully Strategic Sequential Static Discrete Multi 

Poker Partial Strategic Sequential Static Discrete Multi 

Environment Examples 

partially stochastic / 
 strategic 

sequential dynamic continuous  Single / 
multiagent 

Fully observable vs. partially observable  
Deterministic vs. stochastic / strategic  
Episodic vs. sequential  
Static vs. dynamic  
Discrete vs. continuous  
Single agent vs. multiagent 

Environment Observable Deterministic Episodic Static Discrete Agents 

Chess with a clock Fully Strategic Sequential Semi Discrete Multi 

Chess without a 
clock 

Fully Strategic Sequential Static Discrete Multi 

Poker Partial Strategic Sequential Static Discrete Multi 

Backgammon 

Environment Examples 

partially stochastic / 
 strategic 

sequential dynamic continuous  
Single / 
multiagent 



 observable vs. partially observable  
Deterministic vs. stochastic / strategic  
Episodic vs. sequential  
Static vs. dynamic  
Discrete vs. continuous  
Single agent vs. multiagent 

Environment Observable Determinis
tic 

Episodic Static Discrete Agents 

Chess with a clock Fully Strategic Sequential Semi Discrete Multi 

Chess without a clock Fully Strategic Sequential Static Discrete Multi 

Poker Partial Strategic Sequential Static Discrete Multi 

Backgammon Fully Stochastic Sequential Static Discrete Multi 

Environment Examples 

partially stochastic / 
 strategic 

sequential dynamic continuous  
Single / 
multiagent 

 partially observable  
Deterministic vs. stochastic / strategic  
Episodic vs. sequential  
Static vs. dynamic  
Discrete vs. continuous  
Single agent vs. multiagent 

Environment Observ
able 

Determinis
tic 

Episodic Static Discrete Agents 

Chess with a clock Fully Strategic Sequential Semi Discrete Multi 

Chess without a clock Fully Strategic Sequential Static Discrete Multi 

Poker Partial Strategic Sequential Static Discrete Multi 

Backgammon Fully Stochastic Sequential Static Discrete Multi 

Taxi driving Partial Stochastic Sequential Dynamic Continuo
us 

Multi 

Environment Examples 

partially stochastic / 
 strategic 

sequential dynamic continuous  
Single / 
multiagen



Environment Observab
le 

Deterministi
c 

Episodic Static Discrete Agents 

Chess with a clock Fully Strategic Sequential Semi Discrete Multi 

Chess without a clock Fully Strategic Sequential Static Discrete Multi 

Poker Partial Strategic Sequential Static Discrete Multi 

Backgammon Fully Stochastic Sequential Static Discrete Multi 

Taxi driving Partial Stochastic Sequential Dynamic Continuous Multi 

Medical diagnosis 

Environment Examples 

partially stochastic / 
 strategic 

sequential dynamic continuous  
Single / 
multiagent 

Environment Observable Deterministi
c 

Episodic Static Discrete Agents 

Chess with a clock Fully Strategic Sequential Semi Discrete Multi 

Chess without a clock Fully Strategic Sequential Static Discrete Multi 

Poker Partial Strategic Sequential Static Discrete Multi 

Backgammon Fully Stochastic Sequential Static Discrete Multi 

Taxi driving Partial Stochastic Sequential Dynamic Continuous Multi 

Medical diagnosis Partial Stochastic Episodic Static Continuous Single 

Environment Examples 

partially stochastic / 
 strategic 

sequential dynamic continuous  
Single / 
multiagent 



Environment Observabl
e 

Deterministi
c 

Episodic Static Discrete Agents 

Chess with a clock Fully Strategic Sequential Semi Discrete Multi 

Chess without a clock Fully Strategic Sequential Static Discrete Multi 

Poker Partial Strategic Sequential Static Discrete Multi 

Backgammon Fully Stochastic Sequential Static Discrete Multi 

Taxi driving Partial Stochastic Sequential Dynamic Continuous Multi 

Medical diagnosis Partial Stochastic Episodic Static Continuous Single 

Image analysis 

Environment Examples 

partially stochastic / 
 strategic 

sequential dynamic continuous  
Single / 
multiagent 

Environment Observabl
e 

Deterministic Episodic Static Discrete Agents 

Chess with a clock Fully Strategic Sequential Semi Discrete Multi 

Chess without a clock Fully Strategic Sequential Static Discrete Multi 

Poker Partial Strategic Sequential Static Discrete Multi 

Backgammon Fully Stochastic Sequential Static Discrete Multi 

Taxi driving Partial Stochastic Sequential Dynamic Continuous Multi 

Medical diagnosis Partial Stochastic Episodic Static Continuous Single 

Image analysis Fully Deterministic Episodic Semi Discrete Single 

Environment Examples 

partially stochastic / 
 strategic 

sequential dynamic continuous  Single / 
multiagent 



Environment Observable Deterministic Episodic Static Discrete Agents 

Chess with a clock Fully Strategic Sequential Semi Discrete Multi 

Chess without a clock Fully Strategic Sequential Static Discrete Multi 

Poker Partial Strategic Sequential Static Discrete Multi 

Backgammon Fully Stochastic Sequential Static Discrete Multi 

Taxi driving Partial Stochastic Sequential Dynamic Continuous Multi 

Medical diagnosis Partial Stochastic Episodic Static Continuous Single 

Image analysis Fully Deterministic Episodic Semi Discrete Single 

Robot part picking 

Environment Examples 

partially stochastic / 
 strategic 

sequential dynamic continuous  
Single / 
multiagent 

Environment Observab
le 

Deterministic Episodic Static Discrete Agent
s 

Chess with a clock Fully Strategic Sequential Semi Discrete Multi 

Chess without a clock Fully Strategic Sequential Static Discrete Multi 

Poker Partial Strategic Sequential Static Discrete Multi 

Backgammon Fully Stochastic Sequential Static Discrete Multi 

Taxi driving Partial Stochastic Sequential Dynamic Continuous Multi 

Medical diagnosis Partial Stochastic Episodic Static Continuous Single 

Image analysis Fully Deterministic Episodic Semi Discrete Single 

Robot part picking Fully Deterministic Episodic Semi Discrete Single 

Environment Examples 

partially stochastic / 
 strategic 

sequential dynamic continuous  
Single / 
multiagent 



Environment Observable Deterministic Episodic Static Discrete Agents 

Chess with a clock Fully Strategic Sequential Semi Discrete Multi 

Chess without a clock Fully Strategic Sequential Static Discrete Multi 

Poker Partial Strategic Sequential Static Discrete Multi 

Backgammon Fully Stochastic Sequential Static Discrete Multi 

Taxi driving Partial Stochastic Sequential Dynamic Continuous Multi 

Medical diagnosis Partial Stochastic Episodic Static Continuous Single 

Image analysis Fully Deterministic Episodic Semi Discrete Single 

Robot part picking Fully Deterministic Episodic Semi Discrete Single 

Interactive English 
tutor 

Environment Examples 

partially stochastic / 
 strategic 

sequential dynamic continuous  
Single / 
multiagent 

Environment Observabl
e 

Deterministic Episodic Static Discrete Agents 

Chess with a clock Fully Strategic Sequential Semi Discrete Multi 

Chess without a clock Fully Strategic Sequential Static Discrete Multi 

Poker Partial Strategic Sequential Static Discrete Multi 

Backgammon Fully Stochastic Sequential Static Discrete Multi 

Taxi driving Partial Stochastic Sequential Dynamic Continuous Multi 

Medical diagnosis Partial Stochastic Episodic Static Continuous Single 

Image analysis Fully Deterministic Episodic Semi Discrete Single 

Robot part picking Fully Deterministic Episodic Semi Discrete Single 

Interactive English tutor Partial Stochastic Sequential Dynamic Discrete Multi 

Environment Examples 

partially stochastic / 
 strategic sequential dynamic continuous  

Single / 
multiagent 



Examples of task environments 

!المفتاح في تصمیم تطبیقات الذكاء الاصطناعي الناجحة ھو فھم كیف یمكننا جعل البیئات أبسط للعمیل  
 

البیئات غیر المعروفة، والقابلة للملاحظة جزئیًا، وغیر الحتمیة، والعشوائیة، والدینامیكیة، والمستمرة، ومتعددة العملاء ھي 
.الأكثر تحدیًا  Environments that are unknown, partially observable, nondeterministic, stochastic, dynamic, 

continuous, and multi-agent are the most challenging. 

= architecture + programAgent 
 

some sort of computing device (sensors +actuators)=  Architecture 

 
= some function that implements the agent mapping Program   

 
= Job of AI Agent Program  

البرنامج+ الھندسة المعماریة = العمیل   
 
 

)مشغلات+ أجھزة استشعار (نوع من أجھزة الحوسبة = الھندسة المعماریة   
 
 

بعض الوظائف التي تنفذ خریطة الوكیل= البرنامج ) الوكیل(  
 

وظیفة الذكاء الاصطناعي= برنامج الوكیل   

The Structure of Intelligent Agents 



Agent functions and programs 
 
 Agent program: 
– Takes the current percept as input from the sensors 
 Return an action to the actuators 
 
 While agent function takes the whole percept history, 
agent program takes just the current percept as input 
which the only available input from the environment 
 
 
– The agent need to remember the whole percept 
sequence, if it needs it 

 یأخذ الإدراك الحالي كدخل من المستشعر ویقوم بإعادة إجراء إلى المحركات

 یأخذ التابع تاریخ الإدراك بالكامل، ویأخذ برنامج العمیل الإدراك الحالي فقط كدخل، وھو الدخل الوحید المتاح من البیئة

 یحتاج العمیل إلى تذكر تسلسل الإدراك بأكملھ، إذا كان یحتاج إلیھ

Types of Agents differ in their capabilities  
 

: explorative actions for information gathering Exploration 
 

as much as possible from the percepts  Learning: 
 

: improve partial or incorrect knowledge Autonomy 
 

Types 5  
 - Simple Reflex Agent  
 - Model-based Reflex Agent 
- Goal-based Agent  
- Utility-based Agent  
- Learning Agent 

 یختلف الوكلاء في قدراتھم
 
 
 -إجراءات استكشافیة لجمع المعلومات: الاستكشاف -
 
 
 قدر الإمكان من المدركات: التعلم 
 
 
 تحسین المعرفة الجزئیة أو غیر الصحیحة: الاستقلال -

 :یمكن تقسیم العملاء إلى خمس فئات بناءً على درجة ذكائھم وقدراتھم الملموسة



AgentsReflex Simple 
-They choose actions only based on the current percept. 
-They are rational only if a correct decision is made only on the basis of 

.current precept 

 الآنالمحیطة حالة البیئة 

 العمل الذي نقوم بھ لتحقیق الھدف

 تحویلھا لحركة معینة

 تحویل القواعد الحالیة لأفعال

Key Features: 
limited intelligence 
No memory of past states 
No model of how the world works 
Purely reactive behavior 

fully observable environmentsFunction best in  

 ذكاء محدود
 الماضیةذاكرة للحالات لا 
 العالمنموذج لكیفیة عمل لا 

 سلوك تفاعلي بحت
 بشكل أفضل في بیئات قابلة للملاحظة بالكاملیعمل 

If tail-light of car in front is red,  
then brake. 

percept 

Vacuum Cleaning Robots 
 
 

:Thermostats 
 
 

:DoorsAutomatic  
 
 

:Traffic Light Control 
 
 
 

:Elevator Control 

تعمل منظمات حرارة أنظمة التدفئة والتھویة وتكییف الھواء كعوامل رد فعل بسیطة من : منظمات الحرارة
 .خلال استشعار درجة الحرارة وتفعیل التدفئة أو التبرید بناءً على عتبات محددة

تكتشف عوامل رد الفعل في الأبواب الأوتوماتیكیة الأشخاص في : الأبواب الأوتوماتیكیة
 .الأمام وتفتح، وتبقى مغلقة في حال عدم وجود أحد

كعوامل رد المرور في نظام إدارة حركة المرور الأساسي، تُغیر إشارات : التحكم في إشارات المرور
 .فعل، وفقًا لقواعد مثل الفترات الزمنیة أو مدخلات المستشعر

تدیر عوامل رد الفعل البسیطة في المباني الصغیرة أو المناطق منخفضة : تحكم في المصاعد
 .الحركة أنظمة المصاعد من خلال الاستجابة لضغطات الأزرار ومدخلات المستشعر

Simple Reflex Agents الوكلاء ذات المنعكس البسیط 

 یحدد الفعل الذي سیقوم بھاخر استقبال ھو الوكیل الذي یستقبل من البیئة معطیات وذلك عبر حساسات وبناءا على 
 .، یكفیھ الحالة الأخیرة المستقبلة لیحدد فعلھلیس بحاجة لسجل الأفعال السابقةفھو 

 .البیئة المحیطة بھ مرئیة بشكل كاملیشترط في ھذا الوكیل لكي یقوم بالعمل بشكل صحیح أن تكون 

تتنقل بكفاءة في بیئات بسیطة ذات مواقع قلیلة وأجھزة استشعار روبوتات التنظیف بالمكنسة الكھربائیة 
 .للأوساخ، وذلك من خلال الاستجابة لوجود الأوساخ

وإلا ستقوم بالانتقال  بتنیفھكانت تحتاج لتحدید أي مربع ستنظف على حالة المربع الحالي إذا كان متسخ تقوم 
 للمربع الأخر



Model Based Reflex Agents  
The agent is with memory 
Store previously-observed information 
Can reason about unobserved aspects of current state 

partially observable environmentcan work in a  

 تخزین المعلومات التي تمت ملاحظتھا مسبقًا
 یمكن التفكیر في الجوانب غیر الملحوظة للأحداث الحالیة

,“how things happen in the worldIt is knowledge about ": Model- 
  

. percept historybased on current state It is a representation of the Internal State:  - 
 .ھو تمثیل للحالة الحالیة بناءً على تاریخ الإدراك: الحالة الداخلیة  

   .، لذلك یُطلق علیھ وكیل قائم على النموذج"كیف تحدث الأشیاء في العالم"ھو المعرفة حول : النموذج

 یتطور عالمناكیف 

 ما الفعل الذي اقوم بھ

 )ذاكرة(الحالة الداخلیة

 ما ھو الإجراء الذي یجب علي القیام بھ

 كیف ھو العالم الآن
“Infers potentially 
dangerous driver 

in front.” If dangerous driver in front,” 
then keep distance. 

Model 

 ) .  ضبابیة(قابلیة الملاحظة الجزئیةالطریقة الأكثر فعالیة للتعامل مع بیئة  
 

وھذا یعني أن العمیل یجب أن یحافظ على نوع من الحالة الداخلیة                        التي تعتمد على تاریخ 

 .الإدراك                            وبالتالي تعكس على الأقل بعض الجوانب غیر الملحوظة للحالة الحالیة

 

بالنسبة لمشكلة الكبح، فإن الحالة الداخلیة                        وجود كامیرا، مما یسمح للعمیل باكتشاف متى یتم 

 . أحمرین على حافة السیارة في وقت واحد ضوءینتشغیل أو إطفاء 

 

بالنسبة لمھام القیادة الأخرى مثل تغییر المسارات، یحتاج العمیل إلى تتبع مكان السیارات الأخرى إذا لم یتمكن 

 .من رؤیتھا جمیعًا في وقت واحد

observabilitypartial   

internal state 

percept history 

internal state 

 :  الوكیل القائم على النموذج

 .لحفظ المعلومات التي یستقبلھا من البیئة، وذلك بسبب البیئة الجزئیة المحیطة بھ ذاكرةھو الوكیل الذي یملك 

یقوم بتحدیث الذاكرة لدیھ بالمعطیات الجدیدة ثم یحدد ماذا سیفعل  حساساتھلذلك بعد استقبال المعطیات عبر 

 .بعد التحدیث الأخیر وبعدھا یحدد ما ھو الفعل المتاح والقیام بھ، ثم یختار الفعل المناسب وینفذه

Model Based Reflex Agents  



 :یتطلب تحدیث معلومات الحالة الداخلیة في برنامج العمیل
 
 الوكیل تطور العالم المحیط بشكل مستقل عن نحتاج إلى بعض المعلومات حول كیفیة أولاً،  
 .  على سبیل المثال، أن السیارة المتجاوزة ستكون عمومًا أقرب خلفھا مما كانت علیھ قبل لحظة-

 
 
 تأثیر أفعال العمیل على العالم المحیط ، نحتاج إلى بعض المعلومات حول كیفیة ثانیًا

 على سبیل المثال، عندما یدیر العمیل عجلة القیادة في اتجاه عقارب الساعة، تدور السیارة إلى الیمین
 

أو أنھ بعد القیادة لمدة خمس دقائق باتجاه الشمال على الطریق السریع، یكون الشخص عادةً على بعد حوالي 
 .  خمسة أمیال شمال المكان الذي كان فیھ قبل خمس دقائق

سواء تم تنفیذھا في دوائر  -"                                       كیفیة عمل العالم"تسمى ھذه المعرفة حول 
 .نموذجًا للعالم                                       -منطقیة بسیطة أو في نظریات علمیة كاملة 

 
 

 .یُطلق على العمیل الذي یستخدم مثل ھذا النموذج اسم العمیل القائم على النموذج

“how the world works”  
model of the world. 

based agent.-model  

How the world evolves o  

. o How the agent's action affects the world 

 : الروبوتات
ما تستخدم الروبوتات عوامل رد فعل مبنیة على النماذج للتنقل عبر بیئات دینامیكیة، وتجنب العوائق، غالبًا 

 .ومن خلال التنبؤ بنتائج تحركاتھا، یمكن للروبوتات تخطیط مسارات فعالة. والوصول إلى وجھات محددة

 

 :الاصطناعي في الألعابالذكاء 

في ألعاب الفیدیو، قد یستخدم خصوم الذكاء الاصطناعي عوامل رد فعل مبنیة على النماذج لتوقع تصرفات  

 .اللاعب والاستجابة لھا استراتیجیًا

 

 :ذاتیة القیادةالمركبات 

السیارات ذاتیة القیادة على عوامل رد فعل مبنیة على النماذج لتفسیر بیانات المستشعرات واتخاذ قرارات تعتمد 

 .المتوقعةمثل التوجیھ والتسارع والكبح بناءً على حالة المرور والطرق المستقبلیة 

 

 :  الصناعیة الأتمتة

أنظمة التصنیع عوامل رد فعل مبنیة على النماذج لتحسین عملیات الإنتاج، والتنبؤ بتعطل الآلات أو تستخدم 

 .نقص المواد

Robotics 

Gaming AI 

driving cars-Self 

Industrial Automation 



to actions dynamically their adjust , and execute, to planThese agents are designed 

.predefined goalsmeet   صُممت ھذه الوكلاء لتخطیط وتنفیذ وتعدیل إجراءاتھا دینامیكیًا لتحقیق أھداف
 مُحددة مسبقًا

Goal Based Agents  

 كیف ھو العالم الآن

 الھدف او لا بحققیختبر  ھل كل فعل أو اجراء یقوم بھ  

 كیف تطور العالم حولي

 ما الفعل الذي اقوم بھ

 :الرعایة الصحیة
تدعم ھذه العوامل . للوكلاء القائمین على الأھداف المساعدة في التشخیص، وتخطیط العلاج، ومراقبة المرضىیُمكن 

المھام الروتینیة، مما یؤدي في النھایة إلى  وأتمتةالمتخصصین في المجال الطبي من خلال توفیر رؤى تعتمد على البیانات 
 .تحسین نتائج المرضى

Healthcare 

 القیادةالمركبات ذاتیة 

تضمن ھذه . القائمة على الأھداف للتنقل في الطرق، وتجنب العوائق، واتباع قواعد المرور الوكلاءاتتُستخدم 

 .الوكلاء التشغیل الآمن والفعال، مما یُسھم في تطویر السیارات ذاتیة القیادة وأنظمة النقل ذاتیة القیادة الأخرى
على سبیل المثال، عند تقاطع طریق، یمكن لسیارة الأجرة أن تنعطف یسارًا أو یمینًا أو تستمر في السیر بشكل 

 .  القرار الصحیح على المكان الذي تحاول سیارة الأجرة الوصول إلیھویعتمد . مستقیم
التي تصف نوع ما من معلومات الھدف ، یحتاج العمیل إلى وصف الحالة الحالیةأخرى، بالإضافة إلى بعبارة 

 المواقف المرغوبة

نفس المعلومات التي تم استخدامھا في (في وجھة الراكب یمكن لبرنامج العمیل دمج ھذا مع النموذج أیضا التواجد 
 لاختیار الإجراءات التي تحقق الھدف) العمیل المنعكس القائم على النموذج

 في بعض الأحیان یكون اختیار الإجراء القائم على الھدف مباشرًا
 .على سبیل المثال، عندما ینتج إرضاء الھدف فورًا عن إجراء واحد - 
 
 في بعض الأحیان یكون الأمر أكثر صعوبة 
على سبیل المثال، عندما یتعین على العمیل التفكیر في تسلسلات طویلة من الالتواءات والانعطافات من  - 

 .أجل إیجاد طریقة لتحقیق الھدف

أن اتخاذ القرار من ھذا النوع یختلف اختلافًا جوھریًا عن قواعد العمل الشرطیة الموصوفة سابقًا، وذلك 
 لأنھ یتضمن النظر في المستقبل

driving cars-Self 

Goal Based Agents   الوكلاء القائمة على الھدفمثال عن 



Utility Based Agents  
These agents are similar to the goal-based agent but provide an extra component of utility 

”) Level of Happiness(“measurement   تشبھ ھذه  الوكلاء القائمین على الھدف، إلا أنھا توفر عنصرًا إضافیًا
 ")  مستوى السعادة("لقیاس المنفعة 

but also the best way to achieve the goal not only goalsact based based agent -Utility 
 .لا یعمل الوكلاء القائمون على المنفعة بناءً على الأھداف فحسب، بل وأیضًا على أفضل طریقة لتحقیق الھدف

 .وكیل قائم على النموذج ومستند إلى المنفعة
ثم یختار الإجراء الذي یؤدي إلى . یستخدم نموذجًا للعالم المحیط، إلى جانب دالة منفعة تقیس تفضیلاتھ بین حالات العالم 

أفضل منفعة متوقعة، حیث یتم حساب المنفعة المتوقعة من خلال حساب المتوسط لجمیع حالات النتائج المحتملة، مع ترجیح 
 .احتمالیة النتیجة

 :روبوتات
.  الخدمیة للتحكم بالروبوتات في مھام متنوعة، مثل البحث والتحكم والتواصل بین البشر والروبوتاتالوكلاء تُستخدم  

 .الروبوتات على اتخاذ قرارات تُحسّن أدائھا وتحقق أھدافھاالوكلاء تساعد ھذه 

 :التمویل

فھي تُحسّن فائدتھا، وتُقدم توصیات . الخدمیة للمساعدة في التشخیص وتخطیط العلاج والطب الشخصيالوكلاء تُستخدم  

 .أفضل، وتُحسّن نتائج المرضى

 : ذاتیة القیادةالمركبات 

. الخدمیة في المركبات ذاتیة القیادة لاتخاذ قرارات تتعلق بالملاحة، وتجنب العوائق، وتخطیط المسار الوكلاءاتتُستخدم 

 .تضمن ھذه الوكلاء سفرًا آمنًا وفعالاً من خلال تعظیم فائدتھا

 :  الألعابلعب 
تساعد ھذه . الخدمیة في لعب الألعاب لاتخاذ قرارات استراتیجیة، وتحسین أدائھا، وتحقیق النصرتُستخدم الوكلاء 

 .على تقییم التحركات المختلفة واختیار الأفضل في الوقت الحاليالوكلاء 

driving cars-Self 

Finance 

Robotics 

Gaming AI 



Takes percepts 
and selects actions 

“Quick turn is not safe” 

Try out the brakes on 
 different road surfaces 

No quick turn  
 

Road conditions, etc 

 "الانعطاف السریع لیس آمنًا"

 حالة الطریق،

 جرب الفرامل على أسطح طرق مختلفة

 یمكن لھذا الوكیل اكتساب مھارات جدیدة وانعكاسات على أدائھ الخاص لتحسینھ بمرور الوقت

 
over time to improve on it's own performance reflect and new skills This agent can acquire  

 

Learning Agent 

 
 

over time competentcan become more Learning agents  

empty knowledge baseCan start with an initially  

unknown environmentsCan operate in initially  

Responsibilities of its components  
: shows the agent how well it succeed in the Performance element

environment 
: improves the performance element by posing new learning element

tasks 
evaluates the behavior of the agent based on its performance and  :critic

gives the evaluation as feedback to the learning element 
 

: suggests actions that will lead to informative generatorproblem 
experiences  

 

 یمكن أن یصبح وكلاء التعلم أكثر كفاءة بمرور الوقت

 یمكن أن یبدأ الوكلاء بقاعدة معرفیة فارغة في البدایة

 یمكن أن یعملوا في بیئات غیر معروفة في البدایة

 یظھر للوكیل مدى نجاحھ في البیئة: عنصر الأداء

 یحسن عنصر الأداء من خلال طرح مھام جدیدة: عنصر التعلم

 یقیم سلوك الوكیل بناءً على أدائھ ویقدم التقییم كملاحظات لعنصر التعلم: الناقد

 یقترح إجراءات تؤدي إلى تجارب إعلامیة: مولد المشكلات

 مسؤولیات مكوناتھ



 :  ذاتیة التشغیلروبوتات 

برامج التعلم الروبوتات على أن تصبح أكثر مھارة في أنشطة مثل الملاحة والتحكم والتواصل البشري، من تساعد 

 .خلال تمكینھا من التكیف مع البیئات المتغیرة واكتساب الخبرة

 :  التوصیة الشخصیةأنظمة 

خلال تقییم سلوك المستخدم وتفضیلاتھ، تُشغّل برامج التعلم محركات التوصیة في الشبكات الاجتماعیة من 

 .وخدمات البث ومنصات التجارة الإلكترونیة

 :  الماليالتداول 

أسالیب التداول في الأسواق المالیة، یمكن لبرامج التعلم تقییم بیانات السوق، ورصد الاتجاھات، والتنبؤ لتعزیز 

 ا.المستقبلیةبالأحداث 

 :  الصحیةلرعایة 

الممارسین الطبیین على اتخاذ القرارات، تُستخدم برامج التعلم في تطویر الأدویة، وتخطیط العلاج لمساعدة 

 .الفردي، والتشخیص الطبي، ومراقبة بیانات صحة المرضى

 :  الاصطناعي القائم على اللعبالذكاء 
إلى ألعاب الفیدیو، ینخرط برامج التعلم في اللعب الاستراتیجي، ویصقلون مھاراتھم من خلال اللعب " غو"الشطرنج ولعبة من 

 .الذاتي والتفاعل البشري والتحسین التكراري

Autonomous Robots 

Personalized Recommender Systems 

Financial Trading 

Healthcare 

Playing AI:-Game 

Agent Type Main Strength Limitations Best For Example 

Simple 
Reflex 
Agent 

Instant reaction based on 
fixed rules 

No memory or learning; 
fails in dynamic 
environments 

Fully observable, stable 
and simple environments Traffic light timers 

Model-
Based 
Reflex 
Agent 

Handles partial 
observability with internal 

state 

More computational 
demand; depends on 

model accuracy 

Dynamic or partially 
observable environments Robot vacuum cleaners 

Goal-Based 
Agent 

Plans ahead to achieve 
specific objectives 

Needs clear goals and 
planning algorithms 

Strategic tasks with 
defined goals Logistics route planning 

Utility-
Based 
Agent 

Balances multiple factors 
for best outcome 

Requires complex utility 
functions 

Multi-criteria decision-
making 

Financial portfolio 
management 

Learning 
Agent 

Improves over time via 
experience 

Needs data and training 
time 

Dynamic environments 
with changing conditions AI chatbots 

Multi-Agent 
System 
(MAS) 

Distributed problem-
solving with cooperation 

or competition 

Complex interactions; 
unpredictable behaviors 

Decentralized, multi-
entity systems Smart traffic control 




