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Artificial Intelligence

Chapter 2

Intelligent Agents

Al Dr. Maha Whbee

Intelligent Agents

Introduction

Agents and Environments

Rationality

Agent Structure

Agent Types
Simple reflex agent
Model-based reflex agent
Goal-based agent

Utility-based agent

Learning agent




Agents and environment

An Al system can be defined as the study of the rational
agent and its environment.

The agents sense the environment through sensors and
act_on their environment through actuators.

sensors

/ < ‘percepts ™

\ 3( : '[ \
' environment l /‘
\ / agont

\\ W actlons g

actuators
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& Whatis an agent ?

e An agent is anything that perceiving its environment through sensors
and acting upon that environment through actuators
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Simple Terms

Percept L Adaal (ol 8 JS 5l 480 50)) @A)
o Agent’s perceptual inputs at any given instant

Percept sequence ;
UL e JiS 5l 48 ol e JS Jell) gl

o Complete history of everything that the agent has ever perceived.

] (6 A A5 S5 Jeal ) e slaall Jus 5 A5l (B il BEIS) Slea s yaiindl
Sensor: i1 5 jeal UDA (pe 4t JS 5l (8l

e Sensor is a device which detects the change in the environment

and sends the information to other electronic devices. An agent
observes its environment through sensors.

) ) . Ll e i il 8522V (s OIS ol
ol wile; ol amixl of Wlol of &30 ol wMze ol M)l WIS smoll UeSH Ol ;S0
Actuators: oye ali
e Actuators are the devices which affect the environment.
Actuators can be legs, wheels, arms, fingers, wings, fins, and

display screen

Example of Agents

Human Agent

; DV 5 36l A& (353 ac)  cala (I3 ¢ s
Sensors  Eyes, ears, nose, skin,.. 5 oY 0 o e e
Actuators Hands, legs, mouth,..

Robotic Agent o
cj\ c(&LLALAﬂ) daa 6¢“)AA.“ Ciat Ay s\‘);m\s
Sensors Cameras, infrared ,... i) 5 3eay
Actuators Various motors, wheels,.. . ¢ .y ... ol g ol ol wdlae (e
)w. :~~'n

A software Agent

Keystrokes, file contents, received network
...packages

Al
‘ i

P" ' Actuators ,displaying on the screen, writing files
v

Gl jaar Jand L Ulle

Sensors

...,sending network packets




Agent function & program

An agent’s behavior is described by the agent function
Jend) 401> sl 53 Jpenll &l sl a5 3

AGENT FUNCTION that maps any given percept sequence to

an action. oV oz 5S1ys| sl ST sy ool
F now maps percept sequences to actions
F: P* > A

where p0 pl p2 ...pk is the sequence of percepts observed to date
OY sia cabas gl Al S ey ol o

Agent program is a concrete implementation, running within
some physical system.
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Vacuum-cleaner world

Percepts: location and contents
Clean or Dirty? where itisin?, e.g., [A,Dirty]

[
Actions: Left, Right, Suck, NoOp h ' B
Agent’s function > look-up table , i CJ) f
Percept sequence Action = P
. : oL o9
[A, Clean] Right m { @)
[A. Dirty] Suck o DQ = DQ
[B, Clean) Left
[B, Dirty] Suck
[A, Clean], [A, Clean) Right
[4 Clean], [A, Dirty| Suck
[4 Clean], [A, Clean], [A, Clean] Iﬂ’igh.t
[4 Clean], [A, Clean], [A, Dirty| Suck

Function Reflex-Vacuum-Agent([/ocation,status]) return
an action

If status = Dirtythen return Suck
else if location = Athen return Right
else if Jocation = Bthen return /eft

Vacuum Cleaner Agent

Table Function
Percept sequence Action Input: location, status
[A, Clean] Right Output: action
[A, Dirty] Suck 1: if status = Dirty then
[B, Clean] Left 2 return Suck
[B, Dirty] Suck 3. end if
[A, Clean], [A, Clean] | Right 4 if location = A then
[A, Clean|, [A, Dirty] | Suck 5. return Right
: A 6: end if
7. if location = B then
g: return Left
9. end if

e What is the right function?

e Can it be implemented in a small agent program?




Agents and Their Environment

A rational agent does “the right thing”
An agent function maps percept sequences to actions

An agent program s a concrete implementation of the

respective function

Problems:

What is “ the right thing”

How do you measure the “best outcome”

Rationality

A rational agent chooses whichever action maximizes the expected
value of the performance measure given the percept sequence to
date

Jualisi eI 8 2291 aa o 1aY) (el dad giall daill 2y 30 3 o) ) DERD) (S ) sy

» Concept of Rationality
P Rational # omniscient — «ds o
P Rational # clairvoyant . s LS Jaall gt o5 Y 5
P Action outcomes may not be as expected
P Rational # successful

P Rationality vs Perfection
P Rationality maximizes expected performance  Jusl Jiis 4]

P Perfection maximizes actual performance — @sill #h)! alasi 40
¥ oladll 1Y) alaed LI

P Rational — exploration, learning, autonomy




Rational agent: Maximizing the Expected Utility

For each possible percept sequence, a rational agent should select an
action that is expected to maximize its performance measure, given the
evidence provided by the percept sequence and whatever built-in knowledge
the agent has.
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Task environments

To design a rational agent, we must specify the task environment.
Angall Ay a3 Wle Cang ¢ Dlae JS 5 apanal]

Specifying the task environment %
OS5l Al s ) Jal galle

PEAS description as fully as possible ®
Performance e

Environment e

Actuators e

Sensors e

PEAS: Specifying an automated taxi
driver

Performance measure:
—

Environment:
?—

Actuators:




PEAS: Specifying an automated taxi driver

Performance measure: s _
CLJ_)\J\ r’.\:\kﬂj Aan pe A 618 (Aagy p (ALl
safe, fast, legal, comfortable, maximize profits—

Environment:
. A;t.;)ﬂ\.c«)wj\ 3Ll ‘dﬁiig)}fﬁﬁ 3kl
roads, other traffic, pedestrians, customers—

Actuators:
. Gl LAY el il 63l Al 50
steering, accelerator, brake, signal, horn—

Sensors:
Cameras, LIDAR, speedometer, GPS —

PEAS: Internet Shopping

Agent: Internet Shopping
36 iSU) 5 dag Dl 5 53 sall 5 el
Performance measure: price, quality, appropriateness, —
efficiency

Ol 5 () sall 5 Aliinnall 5 ) sl 28 5a
Environment: current and future WWW sites, vendors, —
shippers ;
PP G..J)A.ﬂ\ Sl co\}'n: @3\ ceﬁﬁuﬂ U e

Actuators: display to user, follow URL, fill in form—

Sensors: HTML pages (text, graphics, scripts) —




PEAS: Medical diagnosis

Agent: Medical diagnosis iball il

. Aladl) (s gle all Cuind (ol JalE canludl ey yall 1elaY) G
Performance measure: Heafthy patient, minimize costs, avoid

lawsuits, . . .

. co}ij:'a}d\ céﬁﬂu.d\ cu'a.aw).d\ -aqul),
Environment: patient, hospital, staff, . . .

LYY ccladlall ccbapaiinl) ol HaaY) Al cMadiall,
Actuators: questions, tests, diagnoses, treatments, referrals, . .

() () LAY il al e Y1) ilial) da )l el
Sensors: keyboard (symptoms, test results, answers), . . .

PEAS: Interactive English tutor

Agent: Interactive English tutor s

i el ) LAY allall A o sal ) el e
Performance measure: Maximize student's score on

' Sdall (e e ~3anll
Environment: Set of students i ol el

(Slasaat ccilal ) ¢ )lad) L e LS 1S jadl
Actuators: Screen display (exercises, suggestions, corrections)

Sensors: Keyboard el da ) ; jlainy)




PROPERTIES OF ENVIRONMENT
ol A4l al &
An environment is everything in the world which surrounds the
agent, but it is not a part of an agent itself.

Fully observable vs Partially Observable

Static vs Dynamic

Discrete vs Continuous

Deterministic vs Stochastic

Single-agent vs Multi-agent

Episodic vs sequential

Fully observable vs Partially Observable: 4xluall [ 7 g2l
04 a4 jead aladiiuly Ll Alall b Cuil ) aes ddaa M S50 Sy a

If an agent sensor can sense or access the complete state of an environment at each

point of time then it is a fully observable environment, else it is partially observable.

A8 2y ogd cdyie ) Ak JS L8 Led) Jpaa ol of Al ALY A et JS gl pmdiiane Sy (S 13)
) e Adaa DLl ALE g V5 «JalSIL Aaa Ll

An agent with no sensors in all environments then such an environment is called as
unobservable.

el IS 5t SISy (LS A gl il ey — i sl
Example: chess — the board is fully observable as are 6pponent S moves.

i il (S UL s AaaSLall QB e ) imial) Jsm 393 50 58 Lo
Driving — what is around the next bend is not observable and hence partially

observable.
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Fully observable vs Partially Observable: 4xluall [ 7 gl

(Al )i s Leilhadle Sy Jilie JalSIL LgilanDle (S
Ll ALY Al L) J g sl Jamndl lactiin) 3 gl conlil 13) Jalslly Lgiliadla ¢iSay
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Deterministic vs Stochastic /strategic Adlaiay) [ (Apaiall)yaasl)

e If an agent's current state and selected action can completely
determine the next state of the environment, then such environment
is called a deterministic environment.

Aldia Ay end Al pda 8 (il AN AR Gl aasy o (S Jlall o) jaYl g Jo sl Adlal) Al el 13

A stochastic environment is random in nature and cannot be

: ladaas Ltk Al sie Alaia Yl Ayl
determined completely by an agent. i O s Lee ""“‘IS *&j s
e e . NS -5’ B
e |In a deterministic, fully observable environment, agent does

X oF e .
not need to worry about uncertainty. o sl glis: ¥ (sl Aladlll 46 fpsin &3y 3
LN ) i) pae Gl Bl

strategic : environment is deterministic except for the actions of
other agents. T

1S A Al Je sl cdls S,

other agents.




(Adlaia )40 sdiadl Jilie daial)
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dadaa
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Episodic vs Sequential dadaiiia fAladudia
* |n an episodic environment, there is a series of one-shot actions,

and only the current percept is required for the action.
I YT (s s oY) allay Y g aan) 5 6yl Wi 2 Al el jaY) (e Alulu aa 55 dhakafie iy 3
Examples: classification tasks S
ALl Jadl) 250 ) e adiad Jadll J}JJQSS(J\:J\

e However, in Sequential environment, an agent requires memory of

past actions to determine the next best actions.
A el Y Jemdl aaadl L) Clel jaY) 5813 L) Jaead) zliag ciluluiall 2l b

the current decision could affect all future decisions

 Examples: chess and taxi driver
el il aea e sl Ol i o oS ddluluiall clig)
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Episodic vs Sequential Aadaite/ Aol

1) Jpeal) Ll cAals O 3 Alie cilila ) Jrendl 4 ja3 andt Al yue aleall Ay b
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Static vs Dynamic  asualin / distu &y € uanll S5 oL Al 5

Al A end V) 5 ASaling A Al o3 andt (ISl S ol il ALE Ll il 1)
e If the environment can change itself while an agent is deliberating then such

environment is called a dynamic environment else it is called a static environment.

Jaaadl gal ) el Aas) ddee oL A0 AnE) i) s
Static environments _remain unchanged during the agent’s decision-making process.
Example: Crossword puzzles

Dynamic environments evolve over time, requiring the agent to adapt.
Example: Traffic systems, where the agent must respond to changing traffic
conditions.
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The environment is semi-dynamic if the environment itself does not change with
the passage of time but the agent's performance score does

ot Janl) o1l da 5o (=15 gl ) 5y Lgwad Al a1 13) AiSaliny dndh Al () 683
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Cany )y SS) Ll

e N * N S B N
= N W s 0

Discrete vs Continuous  J«aiia [ Juaiia e2anl) dadal liSay (i

¢ |If in an environment there are a finite number of precepts and
actions that can be performed within it, then such an environment

is called a discrete environment else it is called continuous

environment. (edals L aldl) Sy ) JladY) 5 DA (e 3 sama 23 A A OIS 1)
B _aluee A oantt V) 5 Aliadin Aoy andi dall o2a (8

e A chess game comes under discrete environment as there is a
finite number of moves that can be performed.

e A self-driving car is an example of a continuous environment.
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Single-agent vs Multi-agent ¢S sl 3aaxia [ eMS ol dpala) Ay

e If only one agent is involved in an environment, and operating

by itself then such an environment is called single agent

environment. hoasdigalin Ll b i aalg JiSy dlia s
SS9 e SISl S

e However, if multiple agents are operating in an environment,

then such an environment is called a multi-agent environment.

oSl Badatia Ry and All 038 (8 (le B (A () slary oS 5300 Slia IS 1)

Environment Examples

. ) . . Single /
partially StOChaSFIC/ sequential ~ dynamic continuous multiagent

Chess with a clock

Chess without a clock

Fully observable vs. partially observable
Deterministic vs. stochastic / strategic
Episodic vs. sequential

Static vs. dynamic

Discrete vs. continuous

Single agent vs. multiagent




Environment Examples

. . . Single /
partially stochaspc/ sequential ~ dynamic continuous | iioont
strategic
Observable | Determinist Agents
i ic
Chess with a clock Fully Strategic Sequential Semi Discrete Multi
Chess without a clock Fully Strategic Sequential  Static Discrete Multi
Fully observable vs. partially observable
Deterministic vs. stochastic / strategic
Episodic vs. sequential
Static vs. dynamic
Discrete vs. continuous
Single agent vs. multiagent
Environment Examples
i . . Single /
partially stochaspc/ sequential ~ dynamic continuous o0
Observa | Determinis Agents
ble tic
Chess with a clock Fully Strategic Sequential Semi Discrete Multi
Chess without a clock Fully Strategic Sequential Static Discrete Multi

Poker

observable vs. partially observable
Deterministic vs. stochastic / strategic
Episodic vs. sequential

Static vs. dynamic

Discrete vs. continuous

Single agent vs. multiagent




Environment Examples

. . . Single /
partially stochasjuc/ sequential  dynamic continuous multiagent
strategic
Observabl | Deterministi Agents
e c
e Chess with a clock Fully Strategic Sequential Semi Discrete Multi
’T."-'!; : Chess without a clock Fully Strategic Sequential  Static Discrete Multi
‘-‘é—* S ‘
“52*5\ Poker Partial Strategic Sequential  Static Discrete Multi
e ;g SR
observable vs. partially observable
Deterministic vs. stochastic / strategic
Episodic vs. sequential
Static vs. dynamic
Discrete vs. continuous
Single agent vs. multiagent
Environment Examples
. stochastic : ; i Single /
partially stratesic / sequential ~ dynamic continuous | jiooont
Chess with a clock Fully Strategic Sequential Semi Discrete Multi
Chess without a Fully Strategic Sequential Static Discrete Multi
clock
Poker Partial Strategic Sequential Static Discrete Multi
Backgammon

Fully observable vs. partially observable
Deterministic vs. stochastic / strategic
Episodic vs. sequential

Static vs. dynamic

Discrete vs. continuous

Single agent vs. multiagent




Environment Examples

. . . Single /
partially stochastuc / sequential ~ dynamic continuous oot
strategic
Observable | Determinis Discrete Agents
tic
Chess with a clock Fully Strategic Sequential Semi Discrete Multi
Chess without a clock Fully Strategic Sequential Static Discrete Multi
Poker Partial Strategic Sequential Static Discrete Multi
Backgammon Fully  Stochastic Sequential Static Discrete Multi
observable vs. partially observable
Deterministic vs. stochastic / strategic
Episodic vs. sequential
Static vs. dynamic
Discrete vs. continuous
Single agent
Environment Examples
. . . Single /
partially StOChaSF'C/ sequential  dynamic continuous | rc
strategic
Observ | Determinis Agents
able tic
Chess with a clock Fully Strategic Sequential Semi Discrete Multi
Chess without a clock Fully Strategic Sequential Static Discrete Multi
Poker  Partial Strategic Sequential Static Discrete Multi
Backgammon Fully Stochastic Sequential Static Discrete Multi
Taxi driving  Partial Stochastic Sequential Dynamic  Continuo Multi

us

partially observable

Deterministic vs. stochastic / strategic
Episodic vs. sequential

Static vs. dynamic

Discrete vs. continuous

Single agent vs. m




Environment Examples

. . . Single /
partially stochaspc/ sequential ~ dynamic continuous multiagent
strategic
Observab | Deterministi Agents
(] c

Chess with a clock Fully Strategic Sequential Semi Discrete Multi

Chess without a clock Fully Strategic Sequential Static Discrete Multi

Poker Partial Strategic Sequential Static Discrete Multi

Backgammon Fully Stochastic Sequential Static Discrete Multi

Taxi driving Partial Stochastic Sequential Dynamic  Continuous Multi

Medical diagnosis
Environment Examples
. . . Single /
partially StOChaSF'C / sequential ~ dynamic continuous 100t
strategic
Observable | Deterministi Agents
c

Chess with a clock Fully Strategic Sequential Semi Discrete Multi
Chess without a clock Fully Strategic Sequential Static Discrete Multi
Poker Partial Strategic Sequential Static Discrete Multi
Backgammon Fully Stochastic Sequential Static Discrete Multi
Taxi driving Partial Stochastic Sequential Dynamic  Continuous Multi

Medical diagnosis Partial Stochastic Episodic Static ~ Continuous Single




Environment Examples

. . . Single /
partially stochastclc/ sequential ~ dynamic continuous oo
strategic
Observabl | Deterministi Agents
e c
Chess with a clock Fully Strategic Sequential Semi Discrete Multi
Chess without a clock Fully Strategic Sequential Static Discrete Multi
Poker Partial Strategic Sequential Static Discrete Multi
Backgammon Fully Stochastic Sequential Static Discrete Multi
Taxi driving Partial Stochastic Sequential Dynamic Continuous Multi
Medical diagnosis Partial Stochastic Episodic Static Continuous Single

Image analysis

Environment Examples

partially S:torg?j;(i:c / sequential  dynamic continuous iﬁ?t'izéent
I o M
e
Chess with a clock Fully Strategic Sequential Semi Discrete Multi
Chess without a clock Fully Strategic Sequential Static Discrete Multi
Poker Partial Strategic Sequential Static Discrete Multi
Backgammon Fully Stochastic Sequential Static Discrete Multi
Taxi driving Partial Stochastic Sequential Dynamic Continuous Multi
Medical diagnosis Partial Stochastic Episodic Static Continuous Single

Image analysis Fully ~ Deterministic Episodic Semi Discrete Single




Environment Examples

partially Sst;;?sgszc / sequential dynamic continuous ?;:ﬁ;éent
I e e e B e
Chess with a clock Fully Strategic Sequential Semi Discrete Multi
Chess without a clock Fully Strategic Sequential Static Discrete Multi
Poker Partial Strategic Sequential Static Discrete Multi
Backgammon Fully Stochastic Sequential Static Discrete Multi
Taxi driving Partial Stochastic Sequential Dynamic  Continuous Multi
Medical diagnosis Partial Stochastic Episodic Static  Continuous Single
Image analysis Fully Deterministic Episodic Semi Discrete Single

Robot part picking

Environment Examples

. ) . Single /
partially stochasfclc/ sequential ~ dynamic continuous oo
strategic
Observab Deterministic Agent
le s
Chess with a clock Fully Strategic  Sequential Semi Discrete Multi
Chess without a clock Fully Strategic  Sequential Static Discrete Multi
Poker Partial Strategic  Sequential Static Discrete Multi
Backgammon Fully Stochastic  Sequential Static Discrete Multi
Taxi driving Partial Stochastic  Sequential Dynamic Continuous Multi
Medical diagnosis Partial Stochastic Episodic Static Continuous  Single
Image analysis Fully Deterministic Episodic Semi Discrete  Single

Robot part picking Fully Deterministic Episodic Semi Discrete  Single




Environment Examples

prily L o s
I e e e e T

Chess with a clock Fully Strategic Sequential Semi Discrete Multi

Chess without a clock Fully Strategic Sequential Static Discrete Multi

Poker Partial Strategic Sequential Static Discrete Multi

Backgammon Fully Stochastic Sequential Static Discrete Multi

Taxi driving Partial Stochastic Sequential Dynamic Continuous Multi

Medical diagnosis Partial Stochastic Episodic Static Continuous Single

Image analysis Fully Deterministic Episodic Semi Discrete Single

Robot part picking Fully Deterministic Episodic Semi Discrete Single
Interactive English
tutor

Environment Examples
partially S:':)r:?:;:::/ sequential dynamic continuous i:ﬁilﬁ,éent
e ] ] ] ] e
e

Chess with a clock Fully Strategic Sequential Semi Discrete Multi

Chess without a clock Fully Strategic Sequential Static Discrete Multi

Poker Partial Strategic Sequential Static Discrete Multi

Backgammon Fully Stochastic Sequential Static Discrete Multi

Taxi driving Partial Stochastic Sequential Dynamic Continuous Multi

Medical diagnosis Partial Stochastic Episodic Static Continuous Single

Image analysis Fully Deterministic Episodic Semi Discrete Single

Robot part picking Fully Deterministic Episodic Semi Discrete Single

Interactive English tutor Partial Stochastic Sequential Dynamic Discrete Multi




Examples of task environments

Task Environment Observable Deterministic  Episodic Static Discrete  Agents
Crossword puzzle Fully Deterministic  Sequential  Static Discrete  Single
Chess with a clock Fully Strategic ~ Sequential ~ Semi Discrete  Multi
Poker Partially Strategic ~ Sequential ~ Static Discrete  Multi
Backgammon Fully Stochastic ~ Sequential ~ Static Discrete Multi
Taxi driving Partially \lmhd\lu Sequential Dynamic Continuous Multi
Medical diagnosis Partially Stochastic ~ Sequential Dynamic Continuous Single
lm;lgg-unul,\\'ns Fully Deterministic  Episodic Semi  Continuous Single |
Part-picking robot Partially Stochastic Episodic  Dynamic Continuous Single
Refinery controller Partially Stochastic ~ Sequential Dynamic Continuous Single
Interactive English tutor Partially Stochastic ~ Sequential Dynamic  Discrete  Multi

Figure 2.6  Examples of task environments and their characteristics.
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Environments that are unknown, partially observable, nondeterministic, stochastic, dvnamic,-l'w‘h;’ AN
continuous, and multi-agent are the most challenging.

The Structure of Intelligent Agents

Agent = architecture + program &

ArChltecture = some sort of Computlng device (Sensors +actuat0rs) o
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Program = some function that im Iements the agent ma ing e
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Agent functions and programs

Agent program:
— Takes the current percept as input from the sensors

Return an action to the actuators ‘
Sl ) sl ya) salels ashyy il (e J2S Al &) yay) sl

While agent function takes the whole percept history,
agent program takes just the current percept as input

which the only available input from the environment
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— The agent need to remember the whole percept
sequence, if it needs it Al by 1S 13) caLeSly oY) ket S5 ) ael rling

Types of Agents differ in their capabilities
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Exploration: explorative actions for information gathering
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Learning: as much as possible from the percepts
eee NRE: P P P Al (e ASRY) a8 Ll

Autonomy: improve partial or incorrect knowledg
ianal 40 5all 48 yadll
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> Types A galdl) agi) )3 5 agilS3 An o ol i (el ) e Dleal) aanii Sy
- Simple Reflex Agent
- Model-based Reflex Agent

- Goal-based Agent
- Utility-based Agent
- Learning Agent




Simple Reflex Agents

-They choose actions only based on the current percept.

-They are rational only if a correct decision is made only on the basis of
current precept.
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Model Based Reflex Agents

The agent is with memory

Store previously-observed information B Lgilanle aai Al il sheall (3 385

Aadlall Ealaa M, AL | e il all 8 ail)
Can reason about unobserved aspects of cifrent state = > ° oo S R

can work in a partially observable environment
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0 How the agent's action affects the world.
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Goal Based Agents

These agents are designed to plan, execute, and adjust their actions dynamically to
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Utility Based Agents

These agents are similar to the goal-based agent but provide an extra component of utility

measurement (“Level of Happiness”?) — W) | paic )58 Ll ¥ ccazgd) Je cuaildl) oSl 230 4nis
("3alandl (5 giusa") drdiall Ll

Utility-based agent act based not only goals but also the best way to achieve the goal

(gl (3a8at) A8y Hha Juzadl e Woadl g s ccamnd Calaa¥) e 2l Radial) e ) gailall oSN Jans Y

{ Sensors Agent

How is the world like now? How world evolves ]

What happens if | do action A J'/[ What my actionsdo ]

[
[
[ How happy | am by doing action A? "———-‘ Utility

What actions | need to do? ]

{ Effectors
Aadiall ) Atla g rdgalll Jdo aild JuS

SV g2 W sl Al A 5 Adlall Vs (A3l e dadie Ay ils ) cdaaal) allall A3 g addig
zn 5 e cAlainal) il GV aaad o siall ol A (e dad i) dndiall Clis oy Cua ¢dad gl dadia Juad a|
RENH W PREN

Environment

Robotics ..y,

555l 5 ) Sl sl 5 Sl g Candl e e it alga (8 il 05 1L aSatll Ageadl) DS 5l p23Td
Ledlaal (gaa g Leilal (haad <ol i 58 3A) e g sl oIS 5l o2 ae s

Finance :Jsall)

Gy i 238 5 (Lgiailh (lat g | addll Calall g 2 0lal) Jasdadty (a2l 6 sae Lsall dpanil) oISl i
(el il a5 ¢

Self-driving cars ;. ay a3 cis ol

Dbl Taais g o (331 sall ity AaSLally (Blas <l ) 5 MA3Y 5alll A3 il yall 8 Feddl) CuledIS 5l aadind
Aiaild aans JOA (e Va5 Ul | s 6 S5l 38 aria

Gaming Al ) cud

028 el | juaill 3ty lgilal (g hyadl il ol )3 MAY Clal¥) a8 Aeadll oS aadid
Al ) 8 Jaadl) a5 bl S el s e ¢3S )




Learning Agent

This agent can acquire new skills and reflect on it's own performance to improve over time
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Learning agents can become more competent over time
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critic: evaluates the behavior of the agent based on its performance and

gives the evaluation as feedback to the learning element
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Autonomous Robots
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Personalized Recommender Systems
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Agent Type Main Strength
Simple .
Instant reaction based on
Reflex fixed rules
Agent
Model-
odel Handles partial
Based . s
observability with internal
Reflex ctate
Agent
Goal-Based  Plans ahead to achieve
Agent specific objectives
Utility- .
ity Balances multiple factors
Based
for best outcome
Agent
Learning Improves over time via
Agent experience
Multi-Agent Distributed problem-
System solving with cooperation

(MAS) or competition

Limitations

No memory or learning;
fails in dynamic
environments

More computational
demand; depends on
model accuracy

Needs clear goals and
planning algorithms

Requires complex utility
functions

Needs data and training
time

Complex interactions;
unpredictable behaviors

Best For Example

Fully observable, stable

. . Traffic light timers
and simple environments

Dynamic or partially

. Robot vacuum cleaners
observable environments

Strategic tasks with

defined goals Logistics route planning

Financial portfolio
management

Multi-criteria decision-
making

Dynamic environments

with changing conditions Al chatbots

Decentralized, multi-

. Smart traffic control
entity systems







