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SOLVING PROBLEMS BY SEARCHING

Outline

Problem-solving agents
Problem types
Problem formulation
Example problems
Basic search algorithms




The process of looking for a sequence of actions that
reaches the goal is called search.

A search algorithm takes a problem as input and returns
a solution in the form of an action sequence.
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Problem Solving Agent

O Ja Uy o il e cuadlsl) oSG (e 13a) 5 g3 Jaadl) 138 Caay

Problem-solving agent: a type of goal-based agent

alaal) e cualdll (ISl (e g g reSiall Ja JS
The process of looking for such a sequence of actions is called
SearCh M\MQ‘;\P:}”L}AM\ oJAdﬂAur—C_\;.\l\:\_\lAc

_ S elal (uliia g ol el o 2l chagll Aela
Goal formulation: based on current situation and agent’s
performance measure

Problem formulation: deciding what actions and states to consider,
given a goal
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(action )aasall Jadll ax A 5 busall (0 (percept ) bdine 4l 1S 6l g Galall Al
function SIMPLE-PROBLEM-SOLVING-AGENT( percept) returns an action

persistent: seq, an action sequence, initially empty

el Jals Y saidl)
state, some description of the current world state de oS %\Je.‘keu;l‘ [’ e;w | qbﬁ\ ‘Uulw Seq
goal, a goal, initially null (B51 (ta dd 130) S Sl Al AN State
problem, a problem formulation
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AUlsal) Lean Jalai il 2apiall < Problem
state — UPDATE-STATE(state, percept) — i) o ol Aal) diygty o 98

if seq is empty then 4 6 ot Jladt) Lada cils 1)
goal — FORMULATE-GOAL(state)
problem +— FORMULATE-PROBLEM(state, goal)

Caagdl s Alall Al e falaie) Allial) drpa aaal 2
seq «— SEARCH( problem) Alsall o3gd daliall Jladll Al & La 20a3
if seq = failure then return a null action Al Adlall AUl Jadl) sa Lo apaay o 685 138 S 2ey

action «+— FIRST(seq)

seq — REST(seq) seq Jsaiall Ligall Jad)) g o

return action
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Example: Romania

On holiday in Romania; currently in Arad.

Flight leaves tomorrow from Bucharest
O Cradea

Formulate goal:
be in Bucharest Arad

Formulate problem:
states: various cities
actions: drive between cities

Ti misoara

Craiova Efaria

Find solution:
sequence of cities, e.g., Arad, Sibiu, Fagaras, Bucharest

Problem types

Deterministic, fully observable - single-state problem
Agent knows exactly which state it will be in; solution is a sequence

Non-observable = sensorless problem (conformant problem)
multiple-state problefytsiesse i o il 4k oo s 4l ol

Agent may have no idea where it is; solution is a sequence

Nondeterministic and/or partially observable = contingency problem i . 1<s.

percepts provide new information about current state often interleave
{ search, execution} (Rl (an i} ddee Jala Lo Ule Adlal) sl J g s e shes S jaal) 353
4

Unknown state space = exploration problem

2024/12/4 8




Problem types

Deterministic, fully observable - single-state problem
Agent knows exactly which state it will be in;

Vacuum world = everything observed 1 [ 2 4

Romania = The full map is observed e o | B8
3 | =) 4 =)

Single-state: Startin #5. oo oo

Solution?? 5 | =) B =)

[Right, Suck] = -
7 | =) 8 =)

Problem types

Non-observable = sensorless problem (multiple-state problem)

Agent may have no idea where it is; solution is a sequence

1 |.=)

Vacuum world = No sensors o | o8
Romania = No map just know operators(cities you can move 3 f
to

) ] a‘ywa-wdsbmgﬂaujlugiqjug 5 [4)
multiple-state problem : Startin {1, 2,3,4,5, 6, 7, 8} w8
e.g., Right goesto {2, 4, 6, 8}. . v oyniss 7|4
Solution?? N

O Initial state:

[Right, Suck,Left, Suck]

Al e S8 o Juial e ) a3 action JS

start with one of the set {1, 2, 3, 4, 5, 6, 7, 8}.
0 Goal: {7,8}.

U Solution? [right, suck, left, suck]
»Right = {2; 4; 6; 8}
»Suck > {4; 8}
Fleft 2 {3;7}
»#Suck = {7}
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Problem types

Nondeterministic and/or partially observable - contingency problem
percepts provide new information about current state

1

bast o) Sy 4 )l dlls
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DAl 2l Al plingssha S 3

Contingency: [L,clean]
Start in #5 or #7
Solution??

[Right, if dirt then Suck]
Jlas 4 slas zliay action JS J8

Unknown state space = exploration problem

Vacuum world = know state of current location

o

SIS

Romania = know current location and neighbor cities

2

=)
ofR

=)

=)
o2
=)

Single-state problem formulation

A problem can be defined formally by five Components

/nitial state

Actions

Transition model. description of what each action

does (successor)

Goal test

Path cost




Problem Formulation (The Romania Example) el

T3

State: We regard a problem as state space lall eliad dlie ASia)) yiins ,
here a state is a City [
Initial State: the state to start from A Aal) s

In(Arad)

. . Al 3 glad) pasg 208
Successor Function:. 3%/ = set of action—state pairs - &

d\aﬁ‘} [ChEN e u}“ C\j‘)ﬁy‘ e :\.c)m i - Efarie
e.g., S(Arad) ={<Arad =2 Zerind, Zerind>, ...}

Goal Test: determine a given state is a goal state. .y, s dime s woas Gingd il

explicit, e.g., x="at Bucharest" S la 5 Al tbm;l‘ sl
implicit, e.g., NoDirt(x) Yl e el d8 Al Siea
Path Cost: Additive. (32aS)_5) Dlaal) 488 ) ladan 8 Al Glel jaY) e el g sene (JEl duw e

—e.g., sum of distances, number of actions executed, etc.
— ¢(x,a,y)is the step cost, assumed to be =0

Solution: a sequence of actions leading from the initial state to a goal state

Example: Romania (ig 3.2)

T Cradea




Example: The 8-puzzle (fig3.4)

7 1l 2 1
5 4
8 ||| 3 7
states? locations of tiles
- .. . Start State Goal State
actions? move blank left, right, up, down
goal test? = goal state (given)
path cost? 1 per move
[Note: optimal solution of n-Puzzle family is NP-hard]
2024/12/4 15
Fragment of 8-Puzzle Problem Space
1]2[3
4
7165
11 |3 1723 1723 2[3
8l2|4 8|4 6|4 8|4
716]5 7|6]5 7] |5 6|5
1[3] [1]3 112 112[3] [1]2]3] [1]2 2 1]2[3
8|2|4| [8|2|a| [8|a|3] [8[4]5| [8]6|4| [8]6 1(8 784
7|6|5| [7|6|5| [7]6]5] [7]6 7|5] [7]5 7|6 6/5
8[1]3] [1[3[a| [1] [2] [1]2]3] [1]2]3] [1]2 2 1]2]3
2(4| [8]2 8|4|3| [8]4]5 6|4 [8]6 18 784
7|6|5| [7|6|5| [7|6|5] [7] |6] [8]7|5]| [7]5 7|6 6| |5

16 © Daniel S. Weld




Vacuum world state space graph (fig3.3)

states? integer dirt and robot location

actions? Left, Right, Suck LC“Q R = 3 i
goal test? no dirt at all locations | ||
path cost? 1 per action S s
L Etﬂ : -dﬂ R L -4=¢ﬂ :
o | w28 2R .
-, s 3
R
L C =) =) 3 R
L
- ;
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Tower of Hanoi

States: disks location in the three possible positions

Initial State: All disks in position 0

Successor function: move disk between positions (with constraints)
Goal test: All disks in position 2

Path cost: 1 per move

L
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Tree search algorithms

function TREE-SEARCH( problem) returns a solution, or failure
initialize the frontier using the initial state of problem 3., j,24 3 ALl Ali) YA e Talaie) Canall 5 e Rised o By
loop do
if the frontier is empty then return failure  Jéé QU v s e ) diall 25 o g OV jpes and o313
choose a leaf node and remove it from the frontier
if the node contains a goal state then return the corresponding solution
expand the chosen node, adding the resulting nodes to the frontier

Loy 55 B3] Clan S o 8 a0 B 55 550 AL 8 1l A il
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Tree search: Example

Frontier = Start State

Frontiers Arad




Choose one from frontiers to
expand

New frontiers

(a) The initial state

ib) After expanding Arad

ic) After expanding Sibiu




State a: : Up
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Problem formulation
mThe state space forms a directed network or graph in EEREEREETIN M.
which the nodes are states and the links between nodes
are actions.
State Space »

State space is a the set of all states reachable from the State _l

initial state by any sequence of actions.

Search'is a process of looking for a sequence of actions N0 )
that reach the goal. d tele
J
Solution is a sequence of actions leading from now Solution
the initial state to a goal state. / b

-

240 "y
1

Path is a sequence of states connected by a sequence

-l

of actions. ’_4/
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Implementation: states vs. nodes
A3t g Balal) oy 5l L
A state is a (representation of) a physical conguration B NI P ile
. I e Aae Dlie Alidly U 38 aca i o Al
A node is a data structure constituting part of a search tree S R oSt I
Includes state, parent, children, depth, path cost g(x)
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States do not have parents, children, depth, or path cost!
action g ) saial
parent, action

depth =6
State || 5 ||| 4 Node P
g=6
1 1 8
state
T 3 2
Parents: AB.F Depth(C): 2
Children: B,EF.C.OCHI  Depth(E): |
Inlamallbz\:zssl. g';o WEGH Depth{H): 2
Siblings:{{8,£.FLC,OHCH, P ePthIA) O
Ancestor:C{A,B) E{A]} I[A.F} _a
RO?( M
s G(n) 8
\/f“ Yo Level 0 |
- CP T
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Last-In-First —Out (LIFO)

Queue L asgia 6-6

Tt . A
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. First-In-First-Out (FIFO)

STATE SPACE GRAPHSVS. SEARCH TREES

State Space Graph Search Tree

A NODE in in the
seorch tree

identifies an entire

PATH in the stote

space graph.




Search strategies

Gadd) cilbad) i)
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A strategy is defined by picking the order of node expansion
Strategies are evaluated along the following dimensions:

) AL g Al

completeness—does it always find a solution if one exists )l e sim s Jin b Uil el 565 L

time complexity—number of nodes generated/expanded ‘ RS
A gall gl 321 gall Nsall dae 228
space complexity—maximum number of nodes in memory (CASal)s JSI i gl ains
5 SN 8 4y A & gl (Al diall (e calae Y daal)
optimality—does it always find a least-cost solution? lia)

i yal 4G Qi) da) e ued S A

Time and space complexity are measured in terms of A

R . A Gl 20200 3 ,SIAN 5 6l a@ad el
b—maximum branching factor _of the search tree Aol o 5 al g5 i) ek Y sl b
d—depth of the least-cost solution ‘ (ia1)s a1 SN 3 Jal Gec :d
m—maximum depth of the state space (may be 7) 32 058 O SV an & (Sa sladll (aie ) Ganll i m

Types of search algorithms

Based on the search problems we can classify the search algorithms into uninformed
(Blind search) search and informed search (Heuristic search) algorithms.

Search Algorithm
(GL.}ARJ‘)MMM e Ganall Gl yial * (Q\Jﬁu\ C_\;J):\_\Lu oo Gl yial
v v
Uniformed/Blind Informed Search
_,,.’ Breadth first search | |::| Best First Search I
—;.-| Uniform cost search | |

A*search |

= Depth first search

—>|  Depth limited search

»| Iterative deeping depth
first search

ol Bidirectional search




Uninformed search strategies ) 2 il ons

Uninformed strategies use only the information available
in the problem definition - “ ,
A gy 3 o Zaliall o glaall (slsanllfiga sall e Cand) il jias) a3
States, actions, goal test, path cost

Breadth-first search(BFS) b 4led Lo e JS 5 VA J g dublal e slea e (5 giad Y it i) o3
. gl e Ala e Gangdl Alla a5 plila L)

Uniform-cost search (UCS) S e 40 5 50 il oml linil ppen ei

Depth-first search (DFS)

Depth-limited search(DLS)

Iterative deepening search (IDS)




